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Southern Africa was characterized by a heavily regu-
lated agricultural market before the late 1980s but,
since then, countries in the region have followed a
strategy to remove restrictive measures from the ag-
riculture sector. The deregulation process has oc-
curred in the context of worldwide liberalization of
agriculture. These changes mean that all the countries
in the southern African region have to compete inter-
nationally in a more open agricultural market. In order
to be competitive, southern African countries will have
to use resources more efficiently by exploiting com-
parative advantages that may exist. This, among other
things, entails that policy and decision-makers should
be guided so as to implement policies and strategies
that will enhance the competitiveness of agricultural
producers.

Various studies have shown that countries can
improve their welfare by opening up their borders to
freer trade. Furthermore, there is a worldwide move
toward economic integration; the European Union
being one prominent example. Southern Africa is no
exception with the movement toward a Free Trade
Area under the auspices of the Southern African De-
velopment Community (SADC). Not only is it fore-
seen that this movement will improve welfare in the
whole region, but the region’s competitiveness could
also improve. Within the framework of economic in-
tegration in southern Africa, countries will only reap
benefits by exploiting comparative advantages within
the region.

Seven countries in SADC are participating in the
Research Program on Regional Agricultural Trade and
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Changing Comparative Advantage in Southern Africa.
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tive advantage. This proves to be an especially valu-
able tool to guide policymakers in the region. The fo-
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INTRODUCTION

A new political and economic environment is emerg-
ing in southern Africa (SA) with the admission of the
Republic of South Africa to regional trade and eco-
nomic activities. Bilateral as well as regional initiatives
and negotiations are already underway to promote re-
gional economic integration and cooperation through
liberalized trade and fair competition in commodity
markets. In general, the ultimate goal of the ongoing
efforts is to extend the current preferential trade ar-
rangements to establish a regional trading block and a
common market for eastern and southern Africa
(COMESA). These efforts are expected to lead to sig-
nificant changes in economic policy and trade regimes,
which in turn will have significant implications for the
regional economy, especially in the production and
exchange of agricultural commodities, and conse-
quently national and regional food security. Coupled
with the worldwide drive toward freer trade, these
regional initiatives are expected to hasten economic
policy reforms in the region in the direction of re-
duced protection and elimination of tariff and non-
tariff barriers to cross-country movement of goods
and services.

There is ample evidence that all countries in the
SA region impose high tariff and quantitative (non-
tariff) restrictions on imports, mainly to protect in-
fant industries and subsidize domestic food produc-
tion for food security and reduced reliance on food
imports. That means, policy reforms aimed at dis-
mantling protectionist measures will no doubt result
in significant reductions in the magnitudes and extent
of distortions in relative prices caused by such mea-
sures. As free trade will direct productive resources
to their best uses on the basis of economic efficiency

Analyzing Comparative Advantage of
Agricultural Production and Trade Options

in Southern Africa: Guidelines for a
Unified Approach

principles, the resulting change in the structure of
economic incentives is bound to induce major adjust-
ments in the patterns of production, allocation of re-
sources and trade flows between countries involved.
It is therefore crucial for every country to understand
and exploit its comparative advantage in the produc-
tion and trade of agricultural commodities. The Re-
gional Agricultural Trade and Changing Comparative
Advantage in SA project has accordingly been initi-
ated to generate results in research analysis and policy
information on this important aspect of the unfolding
new economic order in the region.

Under the overall objectives of the project, a num-
ber of country studies were commissioned to con-
duct the intended analysis. Country-level analyses are
carried out by country research teams of multi-disci-
plinary composition assisted by technical backstopping
and research logistical support from CARPA, Univer-
sity of Swaziland. One important objective of the
country studies is to generate data on agricultural pro-
duction and trade parameters that will feed into a re-
gional database to support further synthesis of the
above discussed aspects at a regional scale. There-
fore, it was considered essential for all country stud-
ies to adopt a unified approach and methods in order
to ensure the consistency of country components of
the regional database. The present document devel-
ops the unified analytical framework and guidelines
for the standardization of methodology in key areas.
This report complements the review of the theoretical
foundations and methods of Comparative Economic
Advantage (CEA) analysis and trade prepared for this
same project by Masters (1995). The focus of the
present document is, however, is on the operational
aspects of implementing CEA analysis with special
emphasis on the use of spatial analysis and geographic
information systems (GIS) tools to conduct CEA
analysis within an agroecological zonation framework.
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OBJECTIVES OF THE STUDY

The main objective of this regional project is to con-
duct comprehensive analysis of the CEA of alterna-
tive productive uses of agricultural resources in SA
and evaluate potential changes in production and trade
patterns in response to expected changes in the eco-
nomic policy environment. Under the overall objec-
tives of the project the present report attempts to de-
velop a unified approach and analytical framework
for country studies to achieve the following specific
objectives:

1. Evaluate the CEA of alternative agricultural pro-
duction activities in the various agroecological
zones and under the different technology levels
and land tenure systems in the country.

2. Analyze the potential impacts of removing exist-
ing price and policy distortions in the structure of
economic incentives on the economic efficiency
of alternative productive uses of the country’s
resources.

3. Identify points of policy, technology, and institu-
tional interventions to enhance economic effi-
ciency and direct agricultural resources to their
most productive uses.

4. Build country data components needed for con-
ducting the regional analysis of CEA and trade in
agricultural commodities for SA.

METHODS AND ANALYTICAL
FRAMEWORK

CEA evaluates the economic efficiency of alternative
productive uses of the scarce land, labor, capital and
water resources. The option that generates the high-
est social gains from the use of domestic resources is
considered the most efficient user of those resources.
Domestic Resource Cost (DRC) analysis techniques
are commonly used for measuring CEA. For any pro-
duction option to be the most efficient user of the
country’s resources, two conditions are to be met:

a. First, the foreign exchange cost of the domesti-
cally generated product must be less than its im-
port price, i.e., it costs less to produce locally.

b. In addition, the net foreign exchange gain from
producing that product must exceed the net eco-
nomic gain foregone from using the same amount
of domestic resources to produce alternative prod-
ucts (or the same product under a different tech-
nology or production system), which is referred

Table 1.  Measures of Economic Efficiency and Policy Distortions.

Non-traded
Tradable Domestic
Products Inputs Resource

1. Value at market prices MP MR Y
2. Value at social prices P R N
3. Policy effect (tax/subsidy) MP-P MR-R Y-N

4. Net private profitability NPP = MP - MR - Y
5. Net social profitability NSP = P - R - N
6. Nominal protection ratio NPR = MP/P
7. Effective protection ratio EPR = (MP-MR)/(P-R)
8. Total net policy effect NPE = PP - SP
9. Value added VAD = P - R
10. DRC ratio DRC = N / (P-R)

  Source: Adapted from Monke and Pearson (1989).
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to as the opportunity cost of domestic productive
resources.

Measures of economic efficiency include Net
Social Profitability (NSP), Value Added (VAD), DRC
and Resource Cost Ratios (RCR). Various policy in-
terventions and market failures cause market prices
of traded commodities and non-traded goods and ser-
vices to diverge from their social values (true eco-
nomic value or cost). Such policy interventions dis-
tort the structure of economic incentives in favor of
certain production activities and hence discriminating
against others for non-efficiency purposes (equity, low
food prices, protection of local industries, etc.). This
leads to inefficient allocation of resources and non-
optimal production and trade patterns (e.g., over or
under production of certain goods and over use of a
domestic resource). For more accurate prediction of
the nature and direction of likely changes in resource
use, production and trade patterns as such policy dis-
tortions are removed, it is important to understand
and quantify their impacts on relative prices and struc-
ture of incentives. The Policy Analysis Matrix (PAM)
offers an appropriate framework that is widely used
to evaluate the extent of policy distortions. Commonly
used measures of CEA and policy distortions are sum-
marized in Table 11. This project will adopt the PAM
framework and DRC methodology to derive the above
measures of CEA and achieve the set of objectives
listed above.

DETERMINANTS OF CEA

Several factors determine CEA. Among the most im-
portant determinants of CEA in agriculture are the fol-
lowing:

a. Biophysical conditions. These include the physi-
cal climate (rainfall, temperature, number and
length of sunny days, etc.); physical and chemi-
cal soil characteristics; terrain; etc. Being a bio-
logical process, the importance of these factors
to agriculture is evident as they determine the bio-

logical potential (yield) and suitability of agricul-
tural production activities.

b. Level of technology and production systems. All
farming activities are practice under modern and
traditional methods and in various scale, land ten-
ure, and cropping systems. The yield potential as
well as net economic gains from farming vary
significantly with variations in these factors. For
example, higher yields are usually realized under
irrigation and mechanization. However, given the
high costs associated with modern methods of
production, certain products may generate higher
economic margins under low input agriculture.

c. Prices. Regional as well as international demand
and supply forces determine market prices and
hence the costs and value of traded outputs and
inputs.

d. Markets and infrastructure. Proximity to major
consuming centers (markets) may be a key de-
terminant of CEA, especially when transportation
costs are high or the road infrastructure is poor.

e. Resource endowments. The relative abundance
or scarcity of productive resources such as land,
water, labor, etc. determine their availability and
hence their relative costs or value. Labor inten-
sive activities, for instance, will have a disadvan-
tage in labor scarce countries.

f. Economic policy. Market-oriented economic sys-
tems promote competitive economic advantage
by attracting productive resources to their most
profitable uses. Governments intervene in the eco-
nomic arena to control economic activities in pur-
suit of social goals, such as equity and food se-
curity. Economic efficiency objectives often con-
flict with the cause for social justice and environ-
mental health. It is therefore, a common case that
such policies distort the structure of economic
incentives against economic efficiency leading to
sub-optimal allocation of resources. Taxes and
subsidies, for instance,  take various forms rang-
ing from an overvalued currency to protect do-
mestic industries (e.g., Republic of South Africa
pre-liberation), a subsidy on agricultural inputs to
support small holders and direct subsidies to food

For further details see Masters (1995) and Monke and Person
(1989)
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prices in support of the poor. As a result, the prin-
ciple of CEA fails to guide resources to their eco-
nomically most efficient uses.

In order to capture and analyze the impacts of the
described determinants, measures of CEA and policy
effects will be calculated for various agricultural pro-
duction activities. The following convention will be
adopted to define alternative production options to com-
pare and reflect the influences of the above factors:

1. As recommended by the project’s steering com-
mittee in its meeting of June 1996 in Pretoria, the
agroecological zonation approach will be adopted
as the framework for classifying production en-
vironments to control for the effect of diversity
in biophysical conditions.

2. Variations within agroecological zones (AEZ) due
to variations in technology, tenure, etc. will be
captured by coding every production system as a
distinct activity (see example below).

3. Variations in market and infrastructural factors
will be reflected in prices and transportation costs.
These variations will be captured by defining a
central market node for every zone at which all
trade will be assumed to take place. Consequently,
prices and transport costs between these market
centers (nodes) will reflect the opportunity cost
of producing a commodity locally versus import-
ing it from another region/zone or from outside
the country.

4. Variations in resource endowments will be reflected
in the relative rental values of those resources in
the different market centers.

5. Policy distortions will be captured by measuring
the divergence between market and social prices
of goods and services on the input and product
sides.

A hypothetical example is developed on the next
page for illustration.

Table 2. Representation of the Productive Resource Use Options in the
Given Example.

IRRIGATED DRY LAND IRRIGATED DRY LAND IRRIGATED DRY LAND
(IRG) (DRY) (IRG) (DRY) (IRG) (DRY)

MAIZE BEST – M1BDRY M2BIRG M2BDRY M3BIRG –
(M) PRACTICE

(B)
LOW – M1LDRY M2LIRG M2LDRY M3LIRG –
INPUT
(L)

MILK BEST – D1BDRY D2BIRG D2BDRY D3BIRG –
(D) PRACTICE

(B)
LOW – D1LDRY D2LIRG D2LDRY D3LIRG –
INPUT
(L)

COTTON BEST – C1BDRY C2BIRG C2BDRY C3BIRG –
(C) PRACTICE

(B)
LOW – C1LDRY C2LIRG C2LDRY C3LIRG –
INPUT
(L)

ZONE 1 ZONE 2 ZONE 3
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Assume a country has a potential for producing
three commodities: maize, milk, and cotton in three
AEZ: 1, 2, and 3. The three commodities can be grown
under rain fed conditions in two zones (1, 2) or irriga-
tion in two zones (2, 3). Two levels of technology are
available: best practice (modern) and low input sys-
tems for all. Factors can be as many as one wants.
However, the number of options to compare will mul-
tiply geometrically as a result, and hence one may
want to consider only the most important factors.  This
example is represented in Table 2. The naming con-
vention adopted for coding the described options in
this example is as follows:

a. First character to denote enterprise name, e.g.,
M for maize, D for milk/diary, and C for cotton.

b. Second character (numerical) to denote zone
number.

c. Third character to denote technology level, e.g.,
B for best practice and L for low-input.

d. Last three characters indicate whether the enter-
prise is produced under dry land (DRY) or irri-
gated (IRG) farming systems.

According to Table 2, production of maize (M) in
zone 1 under best practice (B) in dry land conditions
(M1BDRY) will compete with the following options:

a. Use the resources of zone 1 to produce maize
under low-input dry farming (M1LDRY), or

b.  Use the resources of zone 1 to produce other
commodities and import maize from zones 2, or
3 where it is produced under either of the follow-
ing systems: M2BDRY, M2BLDRY, M2BIRG,
M2LIRG, M3BIRG, M3LIRG, or

c. Import maize from outside the country, and de-
vote the land in zone 1 to either: D1BDRY,
D1LDRY, C1BDRY, C1LDRY.

Accordingly, transport costs, taxes, etc. between
the border and point of production/consumption in-
land as well as between trading zones within the coun-
try must be added/subtracted to arrive at the value of
the commodity at different market centers. Trading
points or nodes in this case will be the market centers
identified to be central at each zone.

GUIDELINES FOR DATA NEEDS AND
GENERATION OF PARAMETERS

A. Construction of Enterprise Budgets.

The first step in parameterizing the rows of the PAM
given in Table 1 is to compile enterprise budgets. For
every production alternative in Table 2, a budget of
costs and revenue must be constructed. Two types
of data are needed in developing enterprise budgets:
technology parameters (input-output coefficients) and
nominal variables (prices). Technology coefficients
should be derived separately from nominal values to
allow for easy updating and sensitivity analysis as
prices change while the production technology struc-
ture remains unchanged. Accordingly, production co-
efficients measuring units of input needed to generate
one unit of output should be calculated in separate
sheets (e.g., tons of output per ha; man days and kilo-
grams of fertilizer or seed per ha or unit of output).
Nominal data parameters such as prices of output and
inputs, wage rates, exchange and interest rates, land
rents, etc. are also compiled in separate sheets. The
two data sets can then be combined to calculate en-
terprise budgets. For instance, man days/ha multiplied
by the wage rate to compute labor costs per ha,  yield/
ha multiplied by output price to derive revenue per ha,
etc. (see Table 3). This allows for evaluating the ro-
bustness and sensitivity of the results to changes in
relative prices of key variables such as the fertilizer/
output price ratios, relative output prices, etc. (see
Hassan and Faki 1993).

Fixed costs such as depreciation of equipment,
machinery, etc. should be calculated. In many cases
when such services are hired, the rental value includes
a provision for asset depreciation. However, for an
owner-operator situation, operating costs alone un-
derestimate the total cost of the service and hence
some way of accounting for capital depreciation would
need to be used. Related to the task of estimating capi-
tal costs is the fact that some inputs and activities are
indivisible (e.g., irrigation, maintenance costs, fixed
farm capital  such as physical structures, etc.). Ap-
propriate methods for allocation of such costs among
production activities need to be sought.
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B. Private and social prices.

Market prices at which factors, inputs, and prod-
ucts are traded, often deviate from their true economic
values due to a policy distortion introduced as a result
of a tax, tariff or a subsidy scheme or a price setting
mechanism. CEA analysis is based on the social (eco-
nomic) values of resources and products, and hence
all market distortions need to be calculated and ac-
counted for. Market (private) prices are the prices
reported in the market center (node) of the zone in
question for traded and non-traded domestic resources.

1. Traded goods

Social prices for traded goods and services are estab-
lished based on import/export parity prices converted
at the equilibrium exchange rate with port handling
and transport costs to the target market added or sub-
tracted. Data on border world prices is usually easily
available. However, whether the export or import par-
ity price is used depends on the scenario of the in-
tended analysis. If the question under investigation is
to determine whether producing a certain commodity
domestically will be more efficient (cheaper) than

buying the same commodity from the world market
(as an import substitute). Import parity is the relevant
price. When the question pursued in the analysis is
whether a particular local production option will be
competitive in the world market (e.g., generates an
economic surplus over the cost of purchased inputs
and opportunity value of domestic resources used),
the export parity prices are applicable. Differences in
product quality need to be taken into consideration,
e.g., imported grains compared to locally produced
grains in terms of milling and baking qualities and
tastes.

The biggest challenge in establishing social prices
of traded goods is the determination of the true eco-
nomic value of the national currency (exchange rate).
This is mainly because the foreign exchange market
and capital accounts in most countries are at least
partially controlled under fixed or managed exchange
rate regimes. As a result, parallel foreign exchange
markets emerge with a high premium over the official
exchange rate. Recently, most countries in the SA re-
gion began liberalizing foreign exchange markets lead-
ing to some convergence between official and black

Table 3.  Construction of Enterprise Budgets.

Market Social Market Social
Categories A B C A*B A*C

Output (Yield in tons)
Operation/Input
Machinery services-fixed (hrs)
Machinery services-variable (hrs)
Combine harvesting-fixed (hrs)
Combine harvesting-variable (hrs)
Irrigation-fixed (cu m)
irrigation-variable (cu m)
Labor-unskilled (hrs)
Labor-skilled (hrs)
Purchased inputs
 Seed (kg)
 Fertilizer (kg)
 Livestock feed (kg)
Etc.
Land (ha)
Capital (currency)

Price/unit Total cost/valueUnits/ha
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market rates. However, there are cases where the lib-
eralization is still partial or incomplete and the ruling
exchange rate still reflects currency overvaluation. It
is therefore, crucial to carefully consider such fac-
tors in choosing the shadow price of the currency to
use to convert import/export parity prices for trad-
able goods. A number of situations and determination
methods exist:

i. The ruling official exchange rate is used as the
true economic price of the currency in the case
of fully liberalized foreign account and flexi ex-
change rate regimes where the exchange rate is
entirely market determined.

ii. In the case where the foreign exchange market is
partially controlled, a number of alternatives are
available as documented in several empirical trade
and macroeconomic policy analysis studies. The
parallel market rate is generally used when such a
market exists. However, in many instances deal-
ing in foreign exchange outside the formal bank-
ing channels is illegal and involves a high risk of
severe punishment. In such situations the parallel
market rate overestimates the true exchange value
of the currency by sometimes a high risk pre-
mium which needs to be corrected for. Other al-
ternatives include the use of Purchasing Power
Parity (PPP) for a basket of currencies of major
trading partners and equilibrium exchange rate
calculations (Elbadawi 1992; Cottani et al. 1990;
Edwards 1990).

2. Non-traded resources

If there is adequate evidence that domestic resources
such as land, labor, capital and water are traded in
competitive markets, then ruling market prices can be
used to reflect the true economic value of the resource.
In many instances however, markets for these re-
sources either do not exist or are so imperfect that
market rental values do not reflect the true economic
value of these resources due to several policy distor-
tions. Examples are controls on the transfer of title to
land, subsidized rural credit, minimum wage rate poli-
cies, etc. In those cases a social price reflecting the
economic value of the resource (opportunity cost)
needs to be established. Some commonly used ap-
proaches to determining true economic values of do-

mestic resources in absence of competitive markets
(presence of policy distortions) are briefly outlined
below.

i. Capital. Interest rates charged by commercial
banks are sometimes used as the opportunity cost
(economic value) of capital. These are often con-
sidered high for agriculture as rates of return to
investment in agriculture are, in general lower than
commercial urban lending rates for business and
manufacturing. Rates charged by informal rural
money lenders represent another alternative. Again,
informal money market rates are also considered
relatively higher than competitive market rates due
to situations of discriminating monopolies and
other imperfections in rural credit markets. Most
informal village lending mechanisms come as a
whole package of agricultural services that include
input supply and output marketing arrangements
with money lenders usually combining a number
of other economic functions (e.g., village trad-
ers). It is therefore important to correct for such
premiums when using these rates.

ii. Labor. In many places the labor market is consid-
ered competitive and the ruling wage rate reflects
the opportunity cost of labor. There are situations,
however, where there are imperfections in the la-
bor market leading to deviations in the wage rates
from their equilibrium values (wage control and
labor regulation policies, public employment, such
as in state or cooperative farms, etc.). Urban
market wages are often used as a proxy to rural
wages. Urban labor markets are similarly not free
from policy distortions (minimum wage policy,
etc.) and hence require appropriate adjustments.

Rural wages are also very complex due to func-
tional rigidities and the division of labor between
women, men and children and the different agri-
cultural production tasks (e.g., land preparation,
weeding, irrigation, harvesting) which require dif-
ferent skills and hence command different wages.
Moreover, seasonal variations in availability and
demand for labor due to the seasonality of agri-
cultural production activities lead to different wage
rates (e.g., peak demand seasons such as har-
vesting). It is also very common that community
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labor is organized in cooperative village systems
where only in kind expenses are incurred (provi-
sion of food and drinks) and participating com-
munity members are paid back indirectly through
free community labor on their farms. The treat-
ment of family labor adds to the complexity of
farm work given the different skill and motiva-
tion of family members compared to hired hands.
In addition, most farm wages include in kind pay-
ments in the form of food or some produce. All
the said factors need to be corrected for deter-
mining the true economic value or cost of agri-
cultural labor. The argument for zero opportunity
cost of labor in situations of relative abundance
and high unemployment is seriously challenged.

iii. Land. Land rents are used when competitive leas-
ing and hiring of land is observed. This however,
is the exception as agricultural land markets are
in many places missing or imperfect. The most
common practice in determining the true economic
value of land is the calculation of  the profit mar-
gin on the production activity in question as an
estimate of returns to land (and managerial acu-
men)  to use as the opportunity cost of land.

vi. Water. Irrigation water is often provided at highly
subsidized prices. In the case of irrigation, it is
preferable if the true economic cost per unit of
water delivered is estimated. Some argue for the
use of marginal rather than average cost pricing
which will achieve more than cost recovery. Wa-
ter delivery costs should reflect the cost of capi-
tal investments made in addition to maintenance
and operating costs. Nevertheless, cost recovery
principles only capture financial costs but do not
reflect the scarcity value of water. This is espe-
cially important when water is a scarce resource
and many high value uses compete for it. The
opportunity cost of water can be established as
the net returns foregone in the best use option.
There are other alternatives for estimating the true
economic value of water. Willingness to pay for
water is sometimes observed in actual markets
such as the case of village water vending. The
opportunity cost of labor time spent on fetching
water is another alternative.

C. Trend Versus Current Parameter Values
and Sensitivity Analysis

Current prices and values of other parameters (e.g.,
yield) may not be representative as a result of an atypi-
cal production season (e.g., drought, etc.) or an ab-
normal trading year. Various approaches are used to
correct for such situations. The use of an average
value over the most recent years (e.g., past five years)
rather than using a single period value is a common
practice. A more appropriate alternative is to estimate
a long-term trend in the values of key parameters such
as world prices and use as the base scenario. Sensi-
tivity analysis is then performed over a range of pos-
sible deviations from the estimated trend line to test
the validity and robustness of results in response to
variations in value of key determinants. See Hassan
and Faki (1993)  for more discussion and examples
of sensitivity analysis.

D. Non-Tradable Components of Traded
Goods

It is necessary to distinguish tradables from non-
tradables. All goods and services that can be moved
and traded between markets are generally considered
tradables, examples are: outputs, purchased inputs,
contract and hire services of labor and machinery,
etc. In general, land, water, transport and construc-
tion services are considered non-tradables (home
goods). However, there is always a non-traded com-
ponent in tradable goods and services, such as the
value of irrigation water, transport and physical struc-
tures’ services, etc. Many authors estimate the per-
centage share of non-tradables in the value of traded
goods and services and then add that to the cost of
domestic resources in calculating DRC and RCR
(Corden, 1966; Monke and Pearson, 1989; Hassan
and Faki 1993).

E. Number of Feasible Alternatives in the
CEA analysis

The total number of options to include in the CEA
analysis is a multiple of the factors described above
as determinants of CEA. In other words the total num-
ber of alternatives = number of zones x number of
technology levels x number of production systems x
number of enterprises x  . . . etc.
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It is therefore, important to minimize the number
of categories to include to avoid ending with an un-
manageable number of options to compare. For in-
stance, in its June 1996 meeting, the project steering
committee suggested that 15 enterprises are to be in-
cluded in the analysis. Combined with two produc-
tion systems and two technology levels, this will  re-
sult in 60 alternatives for every zone (15x2x2), which
in turn multiplies into 300 options for a five
agroecological zonation scheme. However, not all of
the 15 enterprises will have a high potential in all the
zones. Similarly, not all enterprises are produced or
has a potential under all systems and technology lev-
els. For instance, many crops such as sugar cane,
cotton, and horticultural commodities will  have a
potential in dry areas (arid and semi arid environments)
only under irrigation. Some judgement, based on ob-
jective information (research results on climatic suit-
ability or yield potential, etc.) will need to be made to
limit the number of alternatives in the analysis. The
following suggestions are offered to help guide such
type of decision making:

i. Limit the number of agroecological zones to the
maximum of six. This means that  zones that are
very similar may be grouped together.

ii. Limit the total number of enterprises under the
same technology level within a production sys-
tem in the same zone to a maximum of five. In
other words, not more than five enterprises grown
under irrigation with best practice in the same
zone. The same applies to dry land farming with
best practice, irrigation with low-input, dry land
with low-input within the same zone. Neverthe-
less, one may end up with all 15 enterprises con-
sidered within every zone, but not all of them for
every technology level and production system.

iii. Limit the number of technology levels to the maxi-
mum of three (preferably two).

iv. Unless there is a very good reason to add a third
option, limit number of production systems to ir-
rigated and dry land only.

v. In most cases technology level will reflect the
effect of scale and hence there might not be a
good reason to subdivide further based on farm

size. However, some large-scale farmers may use
low-input technology while some small holders
may use best practice, in which case one may
need to distinguish by size if that will make any
difference at all. This is because usually scale in-
fluences access to resources such as land, water,
and credit and hence the affordability of modern
technology and purchased inputs, causing varia-
tions in the level of technology used.

vi. Potential. While some production options (enter-
prises), production systems (e.g. irrigation) or
technology types or levels(use of modern inputs
and research recommendations, e.g., improved
seed and fertilizers) are currently not practice,
they are important to consider for policy analysis
purposes.  Current practices sometimes reflect
the potential. For example, large-scale commer-
cial farmers using modern methods and achiev-
ing high yields (best practice option) may be at
the production frontier. On the other hand, in the
case of small-holder agriculture, the following op-
tions can be used to define the potential:

1. Yields attained by the segment of farmers
using improved methods (modern variety,
fertilizer, etc.)

2. Experimental research results when available.
Tested new technology, method, crop, etc.
One can assume partial achievement factors
(50%, 60%, etc.)

3. Crop simulation models and GIS supported
crop yield potential models - based on research
findings (see section below on the applica-
tion of GIS to CEA analysis)

F. Composition of the Research Team

A multi-disciplinary research team is recommended.
The following disciplines are expected to have an in-
put into the analysis:

1. Economics, especially agricultural economists;

2. Geography and GIS;

3. Applied physical sciences such as agronomy, crop
and animal production; and

4. Policy makers and resource planners.
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The following institutions are potential users and
collaborators in this analysis:

1. Universities,

2. Agricultural research institutes,

3. Development and economic planning agencies, and

4. Trade and policy research agencies.

The research team is therefore expected to re-
flect the above disciplines and institutional represen-
tation in its composition.

THE USE AND APPLICATION OF GIS
AND SPATIAL ANALYSIS TOOLS FOR
CEA RESEARCH

Although many spatial factors are important determi-
nants of CEA, spatial dimensions are usually ignored
or inadequately incorporated in typical CEA analysis.
This is  particularly important for agriculture, being
essentially a biological process that is highly depen-
dant on biophysical factors. The biophysical environ-
ment is a key determinant of the biological potential in
agriculture as it influences plant and animal adapta-
tion, growth and development and determines the ex-
tent and severity of biotic and abiotic stress elements.
However, the influences of spatial diversity in bio-
physical conditions on agricultural production are in
general not systematically incorporated in CEA analy-
sis models.

The spatial frame within which CEA analysis is
usually conducted is based on political boundaries or
some arbitrary zonation of regions. While political
boundaries capture variations in economic and policy
attributes, as most of that data is generated and orga-
nized on political boundary basis, they are irrelevant
for describing variability in biophysical conditions.
Influences of agroclimatic diversity on the produc-
tion potential are alternatively accounted for through
inherently deficient treatment in CEA studies. For in-
stance, average yield levels under different technolo-
gies and production systems are typically estimated
from survey or experimental data and used as eco-
nomic (technology) variables. This is certainly not a

perfect substitute for the more systematic spatial
framework that adequately describes the interface
between agriculture and the biophysical climate.

Recent advances in manipulation of digital spatial
databases using GIS techniques has enabled research-
ers to more efficiently characterize spatial diversity in
biophysical and other attributes. GIS and spatial analy-
sis tools also provided a powerful framework for in-
tegrating data on aggregate economic phenomena, as
well as, micro level information from field surveys to
conduct analysis on the joint behavior and interdepen-
dent movements of economic and spatial variables.
Economic data such as distribution of population,
markets, prices, transport infrastructure, land-use
under various production activities, patterns of trade
flows and many other attributes can easily be spatially
described. Similarly, with geo-referencing through
global positioning system (GPS) devices survey data
can now be readily integrated into spatial databases
(see Hassan 1998). Examples of some applications of
these new tools and methods of spatial analysis of
direct relevance to CEA analysis are given in the fol-
lowing sections. Appendix 1 describes types of sup-
port provided by the project management to enable
country research teams to use and apply GIS data
and spatial analysis techniques.

A. Delineation of Agroecological Zones to
Characterize Spatial Diversity in
Production Environments

The tropical regions of the world lie within the tropics
of Cancer and Capricorn (230 27' N and S). The sub-
tropics are more difficult to define, but are the transi-
tion zones caused by altitude and latitude differences
between temperate and tropical areas (Kretschmer,
1978).

SA is situated just south of the equator, contain-
ing the tropic of Capricorn and extends to southerly
latitudes (340) where winter rainfall is experienced.
This climatic variation is further complicated by the
influence of both the Atlantic and Indian oceans, lo-
calized differences in altitude, aspect, slope, photope-
riod and atmospheric pressure gradients. Furthermore,
the southward extension of the East African coastal
plain effects perhaps the most southern extension of
the true tropics in the world.
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The following question arose: how does one deal
with the climatic variation of SA when involved in
determining functional plant production zones for
agriculture?

General global and local climatic classifications
(Köppen, 1931; Thornthwaite, 1948; Jackson, 1951)
have limited value for predicting specific genotype x
climate interactions (Nix, 1983). This type of climatic
classification does not satisfactorily deal with the com-
plexity of climatic variation. Other approaches have
concentrated on the relation between broad vegeta-
tion and climate patterns (Acocks, 1975; Low &
Rebelo, 1996; Walter, 1983). Respectively, these au-
thors looked at African continental and South African
vegetation from an agricultural potential and
biodiversity conservation point of view.

To determine agroecological zones for the project
that fit the concept of plant functional production zones
and for general utility, the regions were related to the
following major international climatic regions:

• Dry tropical:  rainfall is low, highly variable and
seasonal with a distinct dry season. The occur-
rence of frost is very rare. Humidity is low and
day temperatures are high even in winter. Low
input cropping does occur but the dry tropics are,
in general not suitable for dryland high input crop
farming.

• Moist tropical:  rainfall is average, variable and
seasonal with a distinct dry season. The occur-
rence of frost is very rare. Humidity is often high
in summer  and day temperatures are high even in
winter. Dryland cropping does occur.

• Humid tropical:  rainfall is high, variable and not
distinctly seasonal but with lower frequency dur-
ing the winter. Frost does not occur and humidity
is high. The climate is suitable for tropical crops,
e.g., sugar cane.

• Dry subtropical:  rainfall is low, highly variable
and distinctly seasonal. Winter minimum tempera-
tures can be low and frost occurs. Summer day
temperatures are high. High input dryland crop
yields are often at risk.

• Moist subtropical: rainfall is average to high, vari-
able and distinctly seasonal. Winter minimum tem-
peratures are often low and frost occurs in inland
areas. Summer temperatures are high.

• Dry temperate: rainfall is low to average, vari-
able and distinctly seasonal. Winter minimum tem-
peratures are low and severe frost occurs. Sum-
mer day temperatures are high.

• Moist temperate: rainfall is high, distinctly sea-
sonal and often variable. Winter minimum tem-
peratures are low and severe frost occurs. Sum-
mers day temperatures are mild.

• Alpine:  similar to moist temperate regions ex-
cept for lower mean maximum temperatures and
rainfall is not as distinctly seasonal

• Cold desert: rainfall is very low and very vari-
able. Winter minimum temperatures are very low,
and minimum temperatures during summer are
cool. Day temperatures during summer very high.

• Warm desert: rainfall is extremely low and very
variable. Minimum temperatures during summer
and winter are higher than in the cold desert

• Mediterranean: rainfall varies considerably but
occurs primarily in winter. Summer maximum
temperatures are high

• Maritime:  rainfall is average to high with uni-
form distribution. Temperature variation (day/
night; summer/winter) is less pronounced than in
other regions of SA.

The use of this climatic classification (Table 4)
for the determination of agroecological zones was
based on the following generalized assumptions:

• The optimum temperatures for photosynthesis in
tropical and temperate species are 30/150 C and
25/100 C, respectively (Voisin, 1961).

• Mean temperature at the same latitude is 10 C
cooler for every 100 m increase in altitude.

• At the same altitude, mean temperature decreases
by 10 C every 100 km further south of the Tropic
of Capricorn.
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• Localized differences (e.g., altitude, topography,
ocean, cloud cover) have major influences on the
previous two assumptions, e.g., local differences
in altitude have an inverse effect on temperature.

• Effectiveness of rainfall is influenced by season
of occurrence, intensity, slope, soil cover and soil
physical characteristics.

• Many temperate annuals can be grown under irri-
gation during winter (established in autumn) in
subtropical and tropical summer rainfall regions.

The International Laboratory for Research into
Animal Diseases (ILRAD) of Nairobi, Kenya in asso-
ciation with the Australian National University have
created a grid-based, five-kilometer  resolution,
monthly mean climate database for the entire African
continent.  The climate variables include precipitation,
temperature and evaporation.  The variables were de-
rived through spatial interpolation of longitude, lati-
tude, and elevation to distributed climate recording
stations found throughout the continent.  The mean
annual precipitation, temperature of the coldest month
(July), temperature of the hottest month (January),
and a rainfall seasonality surfaces were used with the
rules presented in Table 4 to produce the agroecological
zonation system map in Figure 1.

However, the different countries involved in the
study adopt different agroecological zonation schemes.
Because researchers and policy makers in each coun-
try are familiar with the existing zonation system, coun-
try research teams are advised to follow the following
recommendations:

a. Adopt existing versions of the zonation schemes
to design surveys and conduct data collection and
analysis.

b. When digital versions of the existing zonation sys-
tem don’t exist, available hard copies of the zona-
tion scheme should be digitized. This will make
the generated data and results of the analysis readily
integrable with other spatial data into one digital
data base.

c. When no zonation scheme exists, adopt the gen-
eralized agroecological classification developed in
this document and provided as part of the coun-
try digital data base installed by the project.

The power of GIS is the ability to transfer data
from one spatial coverage to another with ease. This
makes the integration of all of the country’s data and
results into a single standardized zonation scheme for
conducting further analysis at the regional scale.

Table 4.  Rainfall and Temperature Criteria Used for the Classification
of Agroecological Zones for Southern Africa (Loosely Following the

Koppen Climate Classification System)

Region Minimum Maximum M inimum Maximum
Dry tropical 0 < 600 >= 15C Summer
Moist tropical >= 600 < 1,000 >= 15C Summer
Humid tropical >= 1,000 >= 15C Summer
Dry subtropical 0 < 600 > 0C < 15C Summer
Moist subtropical >= 600 > 0C < 15C Summer
Dry temperate < 600 <= 10C Summer
Moist temperate >= 600 <= 10C Summer
Alpine Mean maximum temperature Uniform

hottest month < 23C
Cold desert < 400 <= 11C Uniform
Warm desert 0 < 250 – – Winter & Uniform
Mediterranean >= 250 – – Winter & Uniform
Maritime >= 400 >= 10C Uniform

Rainfall (mm)
Temperature:
Coldest Month

Rainfall
Seasonality
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B. Missing Data on Production Potential
and Crop Growth Simulation Models.

In many countries data is very scarce on actual and
potential yield levels. Average yield data obtained from
surveys of groups of farmers or from aggregate na-
tional statistics, are usually adopted as estimates of
current practices. It is, however, very rare that such
average production data are adequately categorized
by environment. On the other hand, only point data
collected from experimental research trials on limited
number of sites is usually available to characterize
production potentials. In many cases even such lim-
ited experimental records are not available. Crop
growth simulation models and grid-based spatial analy-
sis tools can be employed to model the missing data.
Relevant grid-based climate data manipulated using
generalized crop potential yield models can be used to
provide a spatial potential yield surface of an entire
country or region. Actual or potential production pa-
rameters can then be generated and properly charac-
terized by environment as well as by any other spatial
attribute. An example is described below for such an
application for SA.

For this project a simple dryland maize yield esti-
mation model was used to create a spatial surface of
potential yield for the whole region (Smith 1996).  The
simple yield model is only an indicator to identify ar-
eas and specific sites where maize can be grown suc-
cessfully.  The model is based on the following pa-
rameters that were modeled in a grid-based GIS using
the same climate data as used to develop the
agroecological zonation scheme. Yields of dryland
maize can be estimated by using rainfall, heat units,
soil types and management.

Rainfall

For good yields a dryland maize crop requires 500 to
700 mm of rain over the growing season (October to
March), which is approximately 80 percent of the mean
annual rainfall.  The effectiveness of the mean annual
rainfall in excess of 1000 mm is considered to be re-
duced progressively for summer crop production, as
it would tend to exceed the evapotranspiration.  The
effective rainfall is also assumed to decrease with de-
creasing rainfall.

Heat units

For germination the optimum mean daily temperature
is between 180 and 200 C.  Optimum temperatures for
growth are between 240 and 300 C with a range of 150

to 350 C.  Growth is inhibited below 100 C and above
300 C.  Subtracting 100C from the mean daily tem-
perature will give the number of Heat Units for that
day and maize requires at least 1,500 of these units to
achieve an optimum yield during the growing season.
Less than 1,500 heat units would depress yields and
from 1,500 up to about 1,800 heat units would result
in increased yields.  Over 1800 heat units would tend
to suppress yields due to high temperatures and less
effective rainfall. Heat units should be at least 750 up
to tasseling, or the average January temperature should
exceed 190 C.  Hot humid conditions are not suitable
because of the occurrence of disease.  Instead of us-
ing the mean daily temperature, GIS data on the mean
monthly temperature was used to develop the Heat Units
surface for the October to March growing season.

Soils

Maize requires well-drained deep soils.  Light and
heavy texture soils reduce yields.  Root depth is about
900mm where 80 percent of water up-take occurs.
Soils data was not used in the model output presented
in this manual.

Management factor

The estimates have been further adjusted based on a
good level of management.  The management factor
tends to suppress yields, but it provides a more realis-
tic picture of the potential yields of a region.

The following example illustrates how dryland
maize yield potential was calculated using GIS.  In an
area with an October to March rainfall of 680 mm
and 1800 heat units with good management, the maize
yield could be estimated as follows:

• Rainfall during cropping season 680 mm, (Octo-
ber to March).

• Effective rainfall 578 mm, (680 mm x 0.85) (based
on simple regression).

• Heat units 1x800 resulting in 1.4 tons maize per
100 mm of effective rainfall per ha (based on
simple regression).
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• Expected yield 8.1 tons/ha (578 mm x 1.4 tons /
100).

• Grain yield adjusted for good management 5.6 ton/
ha (8.1 x 0.7).

Figure 2 presents the final potential dryland maize
yield for the study region.

C. Spatial Sampling and Integration of
Survey Data.

Data on agricultural production and services, as well
as socioeconomic characteristics of farming and farm-
ers’ practices are usually collected from field surveys.
Such data are often analyzed with no reference to
their spatial origins and circumstances. Important
correlations between key spatial phenomena influenc-
ing the generation of these data and survey measures
are accordingly lost as survey data analysis is divorced
from its spatial context. GIS provides the tools for
more meaningful and effective design of spatially ref-
erenced surveys and data capture. A spatial sampling
frame based on proper stratification of target infor-
mation domains and sources according to spatial and
socioeconomic attributes of direct relevance to the
subject and scope of the study can be easily devel-
oped for more objective selection of sites and for ef-
ficient allocation of sampling densities among delin-
eated strata. Random spatial searches and other se-
lection criteria can then be used to locate target sam-
pling units. With the use of GPS devices selected data
points are readily coded and integrated into the origi-
nal spatial database used to stratify the population un-
der study (see Hassan et al. 1998 for further details).
An example is given in Map 3 from an application in
Swaziland to design the country study surveys and
sampling frame with an overlay on a climatic zonation
scheme.

D. Spatial Analysis of Key Determinants of
CEA

As data on economic attributes are described spatially
and integrated into the spatial framework, various types
of analysis can be applied to explain, measure and test
hypothesis about certain relationships and spatial pat-
terns of association between spatial and economic
phenomena.  For instance, like in the case of climate
attributes, point data (survey information) on any eco-
nomic variable such as prices, economic policy indi-
ces, measures of productivity and CEA can be con-
verted into coverages through spatial interpolation. The
resulting coverages can then be presented graphically
as a map or combined with other data layers (e.g.,
climate, population, etc.) for further analysis. Tech-
niques of spatial correlation can be employed to ex-
plain and measure various types of interrelations be-
tween economic and spatial variables.

As an aspect of direct relevance to CEA, espe-
cially in relation to transport costs, spatial analysis
was applied to point data (settlements) to create a
coverage showing distance from ports (as points of
entry and exit of goods for trade). The generated map
(map 4) can be used for calculating transport costs
on basis of distance to trading points (ports), or can
be combined with other layers of spatial data such as
transport network (road and rail - map 5) or produc-
tion potential (map 2) to conduct various analyses on
the impact of economic and biophysical factors taken
together on CEA.
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In support of basic capacity in country research teams
to utilize techniques of spatial analysis and GIS, the
regional project provided the following:

a. Hardware/software. The GIS software supplied
and installed in all countries was the vector based
ARCVIEW GIS 3.0.

b. A digital spatial database has been developed for
every country (from contributions by WRI and
CSIR) to support GIS applications. The digital
database developed and installed in all case study
countries contained:

i. Climate data (mean annual precipitation and
mean annual temperature)

ii. Agroecological zones map

iii. Maize production potential map

iv. Infrastructure (road and rail networks, utili-
ties, airports)

Appendix 1

Project Support to Country-Level Capacity
to Use and Apply GIS Tools

v. Population distribution

vi. River networks and wetlands

vii. Protected areas (parks, forests)

viii. General  land-use (cultural landmarks, pro-
duction forests, general  land-cover features)

ix. Vegetation cover

x. General elevation range

c. A three day training workshop on the use of
ARCVIEW GIS 3.0 and applications of GIS spa-
tial analysis techniques to CEA analysis was or-
ganized for research teams and other beneficia-
ries in each of the seven countries involved.

d. GPS units were also provided together with train-
ing on how to use them for georeferencing sur-
vey data for subsequent integration into the spa-
tial database.






